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Outline – Two parts

§ Part 1 – The significance of explainable AI in biomedical sciences
§ Demystifying the biological age
§ Unveiling neurodegenerative disease insights with explainable AI

§ Part 2 – Advancing beyond explaining models
§ Cancer therapy design for precision oncology
§ Model auditing
§ Cost-aware clinical AI



Explainable AI (XAI): Accurately predicting an outcome 
is vital, but the critical question revolves around why.

Lundberg et al. Nature Machine Intelligence, 2020 – Featured on the Cover  Beebe-Wang et al. IEEE JBHI, 2021
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Our solution is to fundamentally advance AI 
research to make a prediction with explanations
§ Accuracy vs. interpretability

§ Simple models often lead to lower performance.
§ Complex models are often considered to be a black box.
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SHAP can estimate feature importance 
for a particular prediction for any model.

Lundberg & Lee. Neural Information Processing Systems (NeurIPS) Oral (Dec 2017) – Cited 20,000+ times
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Explainable AI (XAI): Accurately predicting an outcome 
is vital, but the critical question revolves around why.

Lundberg et al. Nature Machine Intelligence, 2020 – Featured on the Cover  Beebe-Wang et al. IEEE JBHI, 2021
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XAI for interpretable biological age

§ ENABL (ExplaiNAble BioLogical)  
Age clock
§ Estimates an individual’s biological age
§ Trained using the UK biobank data from 

0.5M people based on 825 features:

Qiu et al. Nature Comm. Medicine, 2022     Qiu et al. Lancet Healthy Longevity, 2023 – Featured on the Cover  
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From first principles of movement

UW Nathan Shock Center for Basic Biology of Aging (AI Core Director role)

Wei, CSE PhD



Explainable AI for interpretable biological age

Qiu et al. Nature Comm. Medicine, 2022     Qiu et al. Lancet Healthy Longevity, 2023 – Featured on the Cover  

Chronological Age = 65     ENABL Age = 72.51

Impact of mortality causes on all-cause 
mortality

Genome-wide association study

demographics
lab tests
exam results
lifestyle

:

Black Box

Y
biological age

-
-

- ?
X1
X2
:

Xp

C UW Nathan Shock Center for Basic Biology of Aging (AI Core Director role)



ENABL age paper is now featured on the cover of 
Lancet Healthy Longevity.

§ Please check it out!

Wei, CSE PhD



Alzheimer’s disease (AD)

§ 6th most common cause of death in the US

§ No long-term effective therapy exists to delay or prevent onset of progression

§ AD lacks effective treatments due to limited understanding of early cellular 
pathways leading to end-stage pathologies like amyloid-β (Aβ) and tau. 

Healthy
brain

Severe AD

Amyloid-β
(Aβ) Tau

B



The key question is the mechanistic explanation 
of complex neuropathological phenotypes
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§ Advantages
§ No need to harmonize 

phenotypes across cohorts
§ Ability to capture complex, 

non-linear gene-phenotype 
relationships

Beebe-Wang et al. Nature Communications, 2021
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Collaboration with Sara Mostafavi (UW)



Explainable AI (XAI) enhances neurodegenerative 
disease research in multiple ways
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§ Our robust model trained across multiple cohorts was successfully validated, even in 
mouse brain and human blood datasets

Beebe-Wang et al. Nature Communications, 2021    Janizek et al. Nature Biomedical Engineering, 2023

§ Using XAI, we can estimate each gene’s 
contribution to AD neuropathologies 
§ Previously unknown sex-specific 

associations btw. immune response genes 
and AD neuropathologies20k genes

expression 
levels

B Collaboration with Sara Mostafavi (UW)
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§ Using XAI, we can estimate each gene’s 
contribution to AD neuropathologies 
§ Previously unknown sex-specific 

associations btw. immune response genes 
and AD neuropathologies20k genes

expression 
levels

B

XAI may capture patterns related to 
sex-differential microglia activity.

Collaboration with Sara Mostafavi (UW)



Biologically interpretable AI modeling further 
advances data-driven discovery
§ Individual genes are not as interpretable as 

functional units (e.g., pathway)

§ Unsupervised modeling enables the 
incorporation of unlabeled data
§ XAI can pinpoint crucial genes that explain the 

expression variation within the dataset

Janizek et al. Genome Biology, 2023
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Biologically interpretable modeling identifies 
experimentally validated AD therapeutic targets 
§ We applied our approach to extended bulk 

RNAseq datasets from AD study cohorts

§ We identified mitochondrial complex I as a 
potential mediator for tolerance to Aβ toxicity
§ In vivo validation in a transgenic C. elegans model 

expressing Aβ done by Matt Kaeberlein’s lab

A promising pharmacological avenue!

Capsaicin

Janizek et al. Genome Biology, 2023

B Collaboration with UW Laboratory Medicine & Pathology (Matt Kaeberlein)



Contrastive modeling enhances interpretability

§ Single-cell datasets are often collected to investigate differences in cellular 
state between background cells and those under specific treatments 

Weinberger,* Lin,* and Lee. Nature Methods, 2023

B

Ethan & Chris, CSE PhD



Contrastive modeling enhances interpretability
§ Cancer cells treated with idasanutlin vs. 

untreated as background
§ Cells behave differently in salient space 

depending on their TP53 mutation status 

§ How about AD vs. control brain tissue?
§ What drives neurodegeneration (in 

collaboration with Jessica Young)

§ What drives biological aging process? 
(Jessica Young & Suman Jayadev)

TP53 mutation vs. 
wild type separation

Cell type separation 
in the shared space

Weinberger,* Lin,* and Lee. Nature Methods, 2023

Important implications for 
personalized medicine!

B



Outline – Two parts

§ Part 1 – What explainable AI can do in biological research 
§ Demystifying the biological age
§ Unveiling neurodegenerative disease insights with explainable AI

§ Part II – Beyond explaining models
§ Cancer therapy design for precision oncology
§ Model auditing
§ Cost-aware clinical AI



Beyond interpreting models…  
− Cancer therapy design for precision oncology 
[Nature BME’23]

− AI auditing [Nature MI’21, Nature BME’23, Nature Medicine’24]
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− Cost-aware clinical AI [Nature BME’22]
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Explainable AI to design cancer therapy
§ Cancers are increasingly treated by combination therapy

§ Choosing drugs that target complementary pathways
§ Greater efficacy
§ Fewer side-effects

Collaboration with Harvard Medical School (Kamila Naxerova)

Janizek et al. Nature Biomedical Engineering, 2023      Lee*, Celik*, et al. Nature Comm., 2018

§ Choosing optimal combinations is hard
§ Explanations to the predicted efficacy are important

……
Hundreds of 

individual drugs

Tens of Thousands of Pairs of Drugs

B

MSTP/CSE PhD’22 (got matched 
to Stanford Radiology)



Explainable AI to design cancer therapy
§ EXPRESS: Explainable prediction of drug synergy
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Janizek et al. Nature Biomedical Engineering, 2023      Lee*, Celik*, et al. Nature Comm., 2018

Collaboration with Harvard Medical School (Kamila Naxerova)



Interpretability allows us to validate 
our model’s decisions

Venetoclax, BCL-2 inhibitor

Collaboration with Harvard Medical School (Kamila Naxerova)

Janizek et al. Nature Biomedical Engineering, 2023      Lee*, Celik*, et al. Nature Comm., 2018



Interpretability uncovers transcription programs 
underlying drug synergy

§ Top pathways tend to be these 
hematopoietic pathways
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differentiation

Collaboration with Harvard Medical School (Kamila Naxerova)

Janizek et al. Nature Biomedical Engineering, 2023      Lee*, Celik*, et al. Nature Comm., 2018



Interpretability uncovers transcription programs 
underlying drug synergy

§ Top pathways tend to be these 
hematopoietic pathways
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“Stemness” can be considered as an “axis” to design 
combination therapies – Two drugs that target different 
differentiation stages of cancer are likely effective.

Janizek et al. Nature Biomedical Engineering, 2023      Lee*, Celik*, et al. Nature Comm., 2018

Collaboration with Harvard Medical School (Kamila Naxerova)



Beyond interpreting models…  
− Cancer therapy design for precision oncology 
[Nature BME’23]

− AI auditing [Nature MI’21, Nature BME’23, Nature Medicine’24]

 radiology, dermatology

− Cost-aware clinical AI [Nature BME’22]
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Auditing AI for COVID-19 detection using XAI

§ Many published AI models that detect COVID-19 
rely on “shortcuts” rather than genuine pathology

§ XAI can highlight what is important for the 
model’s predictions – saliency map

DeGrave,* Janizek* et al. Nature Machine Intelligence, 2021 Cited 440+, Featured in Nature, 2022   

✓ Clear lung bases predict negative COVID-19 status

✗ laterality markers should not predict negative status

✗ medical devices should not predict negative status

Many kinds of analyses for model 
auditing presented in the paper!

XAI helped us to stop the field from moving in the wrong 
direction – There were 6 published papers and hundreds of related 
models out there that learned the shortcuts.

C

MSTP / CSE PhD



Our AI auditing work featured in Nature 

DeGrave,* Janizek* et al. Nature Machine Intelligence, 2021 Cited 440+, Featured in Nature, 2022   

C

§ “Breaking into the black box of artificial intelligence” Nature Outlook

UW MSTP/CSE PhD 
student Alex Degrave

UW MSTP / 
CSE PhD 
Joe Janizek
(residency 
at Stanford)



Important to go 
beyond localization

§ Auditing AI models to predict skin cancer 
§ Five models – 2 academic models, 2 commercial devices, and 

1 competition winner

§ Technical challenges – saliency maps often do not work 

Important to go 
beyond 

localization

Predicted: benign

Original image Saliency map Modified image

Predicted: malignant

Our solution #1
§ Generate counterfactual images 

from the AI model
§ Systematic characterization by 

experts: Drs. Roxana Daneshjou, 
and Zhuo Ran Cai (Stanford)

Further digging into the flaws in the reasoning 
processes of clinical AI – dermatology

C

DeGrave et al. (Nature Biomedical Engineering)
Kim et al. (Nature Medicine, 2024)

Collaboration with Stanford Dermatology (Roxana Daneshjou)



How do dermatology AI systems make decisions 
on dermoscopic images?

Degrave, Ran Cai, Janizek, Daneshjou,* and Lee* Nature Biomedical Engineering, 2023
MSTP / 
CSE PhD

Collaboration with Stanford Dermatology (Roxana Daneshjou)



The Lancet perspective 
(Feb 2024)
§ Broader promises of 

counterfactual AI

“The clinical potential of 
counterfactual AI” 
 by Su-In Lee* and Eric Topol



Fostering transparent AI via an image-text 
foundation model grounded in medical literature
§ Finetune the CLIP (contrastive 

language-image pretraining) model

Kim et al. Nature Medicine, 2024

MONET
Text 
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Image 
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This lesion is 
pigmented ... 

and asymmetric

PubMed articles 
& textbooks

Contrastive 
Learning

Images

Captions

§ Automatic concept annotation:
§ For each image,

Chanwoo, CSE PhD

Collaboration with Stanford Dermatology (Roxana Daneshjou)



Beyond interpreting models…  
− Cancer therapy design for precision oncology 
[Nature BME’23]

− AI auditing [Nature MI’21, Nature BME’23, Nature Medicine’24]

 radiology, dermatology

− Cost-aware clinical AI [Nature BME’22]
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Explainable AI enables “cost-aware” AI (CoAI)

Erion et al. Nature Biomedical Engineering, 2022 - Featured in Nature Comp. Science, 2022 

Collaboration with UW Emergency Medicine (Nathan White)C

Gabe, MSTP/CSE PhD’21
(now Harvard for 
residency in EM)

One year ago …



Explainable AI enables “cost-aware” AI (CoAI)

§ Gathering features is often costly. (e.g., time, money, etc)

§ Acute traumatic coagulopathy (ATC), a dangerous bleeding 
disorder in trauma patients (failure to clot)

§ ATC is time sensitive – often requires massive transfusion and 
earlier transfusion leads to better outcomes

Erion et al. Nature Biomedical Engineering, 2022 - Featured in Nature Comp. Science, 2022 

Collaboration with UW Emergency Medicine (Nathan White)

§ In collaboration with Nathan White, we used our trauma registry dataset
§ 14,000 emergency room visits and 46 features from the trauma registry of Harborview 

Medical Center, an urban level-I trauma centre 

§ CoAI combines XAI-based feature importance with feature cost (time)
§ Time cost survey from clinicians, medical directors, EMTs, etc

C

Gabe, MSTP/CSE PhD’21
(now Harvard for 
residency in EM)



Explainable AI enables “cost-aware” AI (CoAI)

§ CoAI improves both cost & accuracy
§ As accurate as the existing PACT score with <1 mins (vs.  8 mins) of feature gathering time

Erion et al. Nature Biomedical Engineering, 2022 - Featured in Nature Computational Science, 2022 

C

§ CoAI is a general 
framework
§ Improves many existing 

clinical risk scores when 
applied to ICU 
mortality prediction

Collaboration with UW Emergency Medicine (Nathan White)



Cancer biology & precision 
medicine a

Medicine & healthcare Alzheimer’s disease 
therapeutic target discovery

Explainable AI for biomedical sciences & beyond

Developing explainable AI principles techniques
Explanation priors

Learn interpretable features Make interpretable predictions Learn explainable models

Basic biologyClinical medicine

anesthesia care, emergency medicine, 
critical care, nephrology, dermatology 
& biological age

ICLR’24; NeurIPS’23; NeurIPS’23; Nature MI’23; 
ICLR’23; ICLR’23; ICML’23; AISTATS, 2022; ICLR, 
2022;  Nature MI, 2021; JMLR, 2021; Nature 
Comm,. 2022; JMLR, 2021; NeurIPS, 2020; 
Nature MI (cover), 2020; NeurIPS, 2020; 
AISTATS, 2020; NeurIPS (oral), Dec 2017

Nature Medicine, 2024; Lancet, 2024; Nature 
Methods, 2023; Genome Biology, 2023; Nature 
BME 2023; Lancet Healthy Longevity, 2023 
(cover); Nature BME 2023; Nature Comm. 
Medicine, 2022; Nature BME, 2022; Nature 
Comm., 2021; Nature MI, 2021; Nature Comm, 
2018; Nature BME (cover), 2018



More about our research can be found at: 
https://aims.cs.washington.edu/publications
§ A tip for navigating our publication site

Which field does the 
paper aim to advance?

A

B C

https://aims.cs.washington.edu/publications
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